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(#1)BIG picture
=

(a) This is the final part ofmy asymptotic trilogy . As usual ,
my focus is on In , the ML estimator for µ .

We discuss as a tote efficiency , that is , out of
"

CAN
"

estimators
,

whichIIe is "Best " ?

(b) Once we understand asymptotic efficiency ,we will look at a
very nice theorem on what I will call :

\

µThe asymptotic gorgeousness of ME .

"

It is exactly the result on page 59 (i.e. Section 22)
of Vassilis

' ''SupplementaryTechnical Notes
"
.

This will help lie all the basics together for you and help
complete my trilogy .

✓

(Reminder : Partly LW , Partfii) CLT , Part Iii) CRLB .
)



#2) ASYMPTOTIC EFFICIENCY
=

- We saw in " gentle intro
"
that µm⇐ := IN was an (asymptotically)

unbiased estimator for µ
- Followingon from this , let's restrict our attention now to (asymptotically)
unbiased estimators

.
Even so

,
there are millions

.
. .

of EIIN)=µ for anyN ; EH4 =p for anyN I
let N >7

- Obviously , In is a RV .
We've looked at its first moment properties

(location) , so perhaps now we can think about its second moment properties
(dispersion)? Maybe IN is preferable to some other (asymptotically)
unbiased estimator because its variance is lower?

Indeed
,
Var IINI = 04N
and Varlxz) = if y EIN n >z

.

/¥d%tL%n%YIi um,
, from

" status check
"

again .

IN OTHER WORDS
,
BASED ONTHE VARIANCE CRITERION

,
Is In THE

"

BEST
"

?



WELL
,
. . . f. . think about this next part carefully. . .]

How CAN WE ANSWER THE ABOVE QUESTION WITHOUT COMPARING
Var (In) WITH ALL THE VARIANCES OF EVERY SINGLE (ASYMPTOTICALLY)

UNBIASED ESTIMATOR IN THE ENTIRE UNIVERSE?!

f. . . do you see the problem?]

Alas
,

how can one ever claim that In is the
"

best
" for µ?

Yes
,myfriends , someone figured it out ! Impressive ,huh? !

Enter rockstar Cramer and Rao
. . .



#3) CRLB
F

Theory . let Yi If Fifa) for OER and i=f . . ,N .
Let U h4)

sit
. Efun) = 0 .

Under mild regularity conditions ,
Varlunl} III.y) '

where 110,y) :-. - E [ fast ;D] .
[Note: In the lib case ,

we have 110 ; g) = NI 10 ; y;) .]

11"

Sigh ,Ragvir , you're really pushingme to mylimits now .

K I know
. . . sorry. . . just

let me finish the proof and I'll help make"' s
'

everything click into place . If you've come this far don't
give up just yet ! The proof is nothing more than a
very quick application of theCavalry-Schwarz inequality .



Pref . The Cauchy-Schwarz inequality implies that for RVs P ,Q ,
for a)TE Vario) Var
let f. = Un and Q ÷ S10 ; y) !Then ,

Vartan) 7 (Coutinhois)))
'

.

varldo.is))

Note: Cov (un , Alo ; y)) = E fun . No , d) since
EH4N = InSkis) . ffo) dy = find f¥¥Y . f

,
dy :O .

⇒ hovfun ,NO ; y)) = few Un Haig) fye) dy -4N Un¥1 dy
= O Efun]µ• = 1 since ELUNJ= 0 .



Next
,

notice that

I yf -Ef fosters)) = - E g)f- Eftloig)I
= Vary 0 ,y)

because

a- foEft g)I = %↳Join)f, dy =/,fosloiytffoldy-fnfsto.infoHot + Hotfootto

.is/dy--fpnfsteiyTfyl9+ofostoistfioBdy=EfHoisTIi-Ef⇒ to ;D] .

This completes the proof .



\

#4) IN ENGLISH
,

PLEASE
,

TLAGVIR?
"

-
The CRB is the theoretical lower bound for the variance of anyunbiased estimator

.

- It is given by Y It ,y) where I @ i g) is the Fisher Info .
- other: i%one 'II pig! deed

- So what is 16
,y)?

Typically , if we plot IIO;y) against 0 ,
we get a curve with a peak

at the maximum .

The sharper is the peak ,the more is the information
about 0 that is contained in the sample .

This is exactly the Fisher
information .
Indeed

,
we showed above that it has an interpretation as
varflo.is)) and/or - F- f%fl9D)

( if these arehigh ,what is the implication? Maybe sketchtome diagrams? )



# 5) BACK To OUR ORIGINAL STORY . . .

Alas
,

how can one ever claim that In is the
"

best
" for µ?

Yes
,myfriends , someone figured it out ! Impressive ,huh? !

Enter rockstars Crane'r and Rao
. . .

✓
Well

,
now we have a way

to answer this . That is
, if

Var (In) is indeed equal to the CRB , job done .

There cannot possibly be another estimator with lower variance .
Make base?



let's see how this works . . .

Recall XiENµ ,E) for iii. . .N .

I th ix) = 'I aiexpf 's,Hit I

lfhix) -- - ftp.IIlxi-M , for some 9 .

still = III."im
MLE ⇒ stymie;D -

-o ⇒ II. xi -Nim 0

: . µ µif= IN .

with Varµm⇐) = 04N .

Further fµy;x) -- - N foi t o .



Then
, Ifu;D = - F-f-Nloif = N1E ,

and

the CRLB is thus 04N .

So
,

is In
"best " ?

Well
, if you agree that 04N = 04N ,

it most certainly is ?
I 9

VarHN1 0RB

In practice ,
we don't do it this way since it can be tricky in more

complex settings . Instead ,we use a result called the Crane's -Rao
attainment theorem

,
but lets not worry about that now .

I'm just
Mentioning it in case you encounter it in future studies .



(#6) ASYMPTOTIC OPTIMALITY OF MLE
I'm pastingtome old ST202 notes ofmine or on below

. If you wantadditional info , the Vassilis
' notes ?the reference is in the

first page of this pack .



Note:& is the
ME for 0 .







I#7) THANKS FOR WATCHING !

that completes my asymptotic review, folks .

I actually
put a lot of thought into how to present all this stuff in a logical
and helpful I?) way for you all .

Even so
,
my notes will never be a decent substitute for

proper sources . They merely reflect
how I organise this info .

in
my own mind .

Nevertheless
,
I hope they serve as

a decent starting point for you in case you're not confidentwith asymptotic .

All the best
,

124444



OPTIONAL PRACTICE QUESTION (Sido2 HOMEWORK LEVEL)
asymptotic ;
pivots ;

coverage ( FIE.IE#gaaggEgtvassiis' notes ;
review of bias , Consistency ,etc .

Say hi Bernoulli4) for it . . . . ,N .

4) Find an asymptoticallyunbiased& efficient estimator for 0 .

4) Construct a 100 f-d)% C.I. for g = 0/(1-0) .

DETAILED SOLUTION BELOW IF You NEED IT. . .














